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UK AI Startup Launches SwarmFormer: Revolu:onizing AI with Unmatched Efficiency  
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LONDON, UK - 29 January 2025 – Takara.ai, a trailblazer in Ar1ficial Intelligence innova1on, has announced 

the launch of SwarmFormer, a cu=ng-edge AI architecture inspired by natural swarm intelligence. This 

breakthrough delivers state-of-the-art performance while reducing computa1onal resource demands by up to 

94%, posi1oning the UK at the forefront of sustainable AI innova1on. 

 

This development aligns with the UK government’s AI OpportuniFes AcFon Plan, underscoring the na1on’s 

ambi1on to lead in AI through ingenuity and prac1cal solu1ons. 

 

SwarmFormer: Nature-Inspired Efficiency 

SwarmFormer mimics the collec1ve behaviour of swarming insects to achieve remarkable efficiency. By 

combining local token interacFons with cluster-based global aLenFon, it matches the performance of 

industry-standard models while using only 6.7M parameters—a frac1on of the 108M parameters in 

tradi1onal systems. This innova1on not only slashes infrastructure costs by 70% but also enables advanced AI 

applica1ons to run seamlessly on consumer-grade hardware. 

 

“SwarmFormer is a game-changer,” said Jordan Legg, Chief AI Officer at Takara.ai. “It proves that the UK can 

lead in AI not just through investment but through innova1on. By democra1zing access to powerful AI tools, 

we’re making it possible for organiza1ons of all sizes to harness AI’s transforma1ve poten1al.” 

 

Pioneering Sustainable AI 

SwarmFormer addresses key priori1es in the government’s strategy, including: 

§ Sustainable Infrastructure: Reducing energy consump1on and computa1onal overhead. 

§ DemocraFzed Development: Lowering barriers to entry for smaller organiza1ons. 

§ Homegrown InnovaFon: Establishing the UK as a global leader in AI research and applica1on. 

 

Technical Excellence with Real-World Impact 

SwarmFormer leverages a hierarchical local-global aUen1on mechanism, enabling decentralized mul1-hop 

propaga1on of informa1on and efficient global context representa1on. Its cluster-based architecture 

dras1cally reduces memory and computa1onal requirements while retaining excep1onal accuracy in text 

classifica1on tasks. Experimental results show SwarmFormer achieving up to 90% fewer parameters than 

baseline models like BERT and outperforming them on key benchmarks. 

For technical details, visit our SwarmFormer insights page. (hUps://takara.ai/thinking/insights/swarmformer/) 

  



About Takara.ai: 

Founded in 2024, Takara.ai specializes in transla1ng AI technology into prac1cal solu1ons that address 

business challenges. We leverage AI to drive innova1on and efficiency, ensuring our solu1ons are secure, 

ethical, and beneficial for society. 
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